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Abstract—Association rule discovery is one of the most important techniques in the field of data mining. It aims at finding interesting patterns among the databases. However, it becomes much more tedious to mine the association rules as the data are growing more and more like a mountain. Hence, it is important in developing techniques in such a way that interesting rules are mined effectively from huge databases. This paper provides an overview of techniques that are used to improve the efficiency of Association Rule Mining (ARM) from huge databases.
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I. INTRODUCTION

Owing to the current explosion of information and the accessibility of cheap storage, collecting enormous data has been achievable during the last decades. The ultimate intent of this massive data collection is the utilization of this information to achieve competitive benefits, by determining formerly unidentified patterns in data that can direct the process of decision making. Lately, it has been demonstrated that analysis of data with the aid of Online Analytical Processing (OLAP) tools alone is highly tedious; illustrating the necessity of an automated process to ascertain interesting and concealed patterns in data. Data mining techniques have increasingly been studied especially in their applications in real-world databases [1], [2], [3]. A formal definition of data mining is given as “A process of non-trivial extraction of implicit, previously unknown and potentially useful information from the data stored in a database” [4].

Data mining is a major step in the Knowledge Discovery in Databases (KDD) process, consisting of applying computational techniques that, under acceptable computational efficiency limitations produce a particular enumeration of patterns (or models) over the data [2]. Data mining involves the use of sophisticated data analysis tools to discover previously unknown, valid patterns and relationships in large data sets. These tools can include statistical models, mathematical algorithms, and machine learning methods [7]. The progress in data mining research has made it possible to implement several data mining operations efficiently on large databases [4]. The ‘mined’ information is typically represented as a model of the semantic structure of the dataset, where the model may be used on new data for prediction or classification. Data mining techniques have been successfully applied in many different fields including marketing, manufacturing, process control, fraud detection, and network management [6].

In general, data mining tasks can be classified into two categories: Descriptive mining and Predictive mining. Descriptive mining is the process of drawing the essential characteristics or general properties of the data in the database. Clustering, Association and Sequential mining are some of the descriptive mining techniques. Predictive mining is the process of inferring patterns from data to make predictions. The predictive mining techniques involve tasks like Classification, Regression and Deviation detection [8].

Mining frequent itemsets from transaction databases is a fundamental task for several forms of knowledge discovery such as association rules, sequential patterns, and classification [9]. One of the popular descriptive data mining techniques is Association Rule Mining (ARM) [11], owing to its extensive use in marketing and retail communities in addition to many other diverse fields. Since its introduction in 1993 by Agrawal et al. [18], the task of association rule mining has received a great deal of attention. Today, the mining of such rules is still one of the most popular pattern-discovery methods in Knowledge Discovery in Databases [18]. Data mining is a major step in the Knowledge Discovery in Databases (KDD) process, consisting of applying computational techniques that, under acceptable computational efficiency limitations produce a particular enumeration of patterns (or models) over the data [2]. Data mining involves the use of sophisticated data analysis tools to discover previously unknown, valid patterns and relationships in large data sets. These tools can include statistical models, mathematical algorithms, and machine learning methods [7]. The progress in data mining research has made it possible to implement several data mining...
operations efficiently on large databases [4]. The ‘mined’ information is typically represented as a model of the semantic structure of the dataset, where the model may be used on new data for prediction or classification. Data mining techniques have been successfully applied in many different fields including marketing, manufacturing, process control, fraud detection, and network management [6].

II ASSOCIATION RULES

Mining association rules is particularly useful for discovering relationships among items from large databases [10]. A standard association rule is a rule of the form X → Y which says that if X is true of an instance in a database, so is Y true of the same instance, with a certain level of significance as measured by two indicators, support and confidence. The goal of standard association rule mining is to output all rules whose support and confidence are respectively above some given support and coverage thresholds. These rules encapsulate the relational associations between selected attributes in the database, for instance, coke → potato chips: 0.02 support; 0.70 coverage denotes that in the database, 70% of the people who buy coke also buy potato chips, and these buyers constitute 2% of the database. This rule signifies a positive (directional) relationship between buyers of coke and potato chips [19]. The mining process of association rules can be divided into two steps.

1. Frequent Itemset Generation: generate all sets of items that have support greater than a certain threshold, called minsupport.
2. Association Rule Generation: from the frequent itemsets, generate all association rules that have confidence greater than a certain threshold called minconfidence [33]. Apriori is a renowned algorithm for association rule mining primarily because of its effectiveness in knowledge discovery [34]. However, there are two bottlenecks in the Apriori algorithm. One is the complex frequent itemset generation process that uses most of the time, space and memory. Another bottleneck is the multiple scan of the database [35].

III. IMPROVING THE EFFICIENCY OF ASSOCIATION RULE MINING

A. Sampling

Sampling is a powerful data reduction technique that has been applied to a variety of data mining algorithms for reducing computational overhead. In the context of association rules, sampling can be utilized to gather quick preliminary rules. This may help the user to direct the data mining process by refining the criterion for “interesting” rules. Sampling can speed up the mining process by more than an order of magnitude by reducing I/O costs and drastically shrinking the number of transaction to be considered. The validity of the sample is determined by two characteristics the size of the sample and the quality of the sample. The quality, in the context of statistical sampling techniques, refers to whether the sample captures the characteristics of the database. The highest quality sample would be an exact miniature of the database; it would preserve the distributions of individual variables and the relationships among variables [20]. The quality of the sample for association rule mining can be improved by considering factors like transaction length and transaction frequency [12].

A number of studies were conducted to propose efficient methods for mining association rules by reducing either the CPU computation time or the disk access overhead. Some studies considered the usage of sampling techniques for reducing the processing overhead [27, 28, 30, 31]. Most of the prior works on sampling have concentrated on speeding up the phase by running a frequent itemset mining algorithm only on a small sample of the database [14]. Chiefly, researchers have evaluated the viability of using sampling [6] to reduce the dataset size. While such methods have shown quite a lot of promise it has been observed by several researchers [13, 14, 20] that it is often very difficult to quantify, apriori, the quality of the results obtained for a given sample size [29], necessitating novel and more effective sampling-based association rule mining algorithms to foster better mining results.

B. Reducing the number of passes

The disadvantage of Apriori algorithm made the researchers to think about new techniques to mine frequent patterns. The 2 main negative sides are the possible need of generating a huge number of candidates if the number of frequent 1-itemsets is high or if the size of the frequent pattern is big, the database has to be scanned twice repeatedly to match the candidates and determine the support What if we find a way to mine the frequent patterns without candidate generation? This would be a big improvement over Apriori. That is what the frequent pattern growth (FP-growth) algorithm does [15].

Wang et al [16] presented PRICES, an efficient algorithm for mining association rules. Their approach reduces large itemset generation time, which dictates most of the time in generating candidates by scanning the database only once and using logical operations in the process.

Another algorithm [17] called Matrix Algorithm generates a matrix which entries 1 or 0 by passing over the cruel database only once, and then the frequent candidate sets are obtained from the resulting matrix. Association rules are then mined from the frequent candidate sets.
C. Hash-based itemset counting

A hash technique is very efficient in generating the candidate item sets, in particular for the large two-itemsets, thus greatly improving the performance bottleneck of the entire process.

Soo et al [21] proposed Direct Hashing and Pruning [DHP] algorithm, an effective hash based technique for mining the association rules. This algorithm employs effective pruning techniques to progressively reduce the transaction database size. DHP utilizes a hashing technique to filter the ineffective candidate frequent 2 itemsets. DHP also avoids database scans in some passes as to reduce the disk I/O cost involved.

Another novel hash-based approach [22] for mining frequent item-sets over data streams was developed by En et al. The algorithm compresses the information of all itemsets into a structure with a fixed hash-based technique. This approach skillfully summarizes the information of the whole data stream by using a hash table to estimate the support counts of the non-frequent itemsets, and keeps only the frequent itemsets for speeding up the mining process.

Another algorithm Inverted Hashing and Pruning (IHP) [39] proposed by John et al. It is for is developed for mining association rules between words in text databases. The characteristics of text databases are quite different from those of retail transaction databases, and existing mining algorithms cannot handle text databases efficiently, because of the large number of itemsets (i.e., words) that need to be counted. Two well-known mining algorithms, the Apriori algorithm [1] and Direct Hashing and Pruning (DHP) algorithm [5], are evaluated in the context of mining text databases, and are compared with the proposed IHP algorithm. It has been shown that the IHP algorithm has better performance for large text databases.

D. Transaction Reduction

Transaction reduction is another way that helps in mining association rules effectively. It relies on a concept that a transaction that does not contain any frequent k-itemset is useless in subsequent scans.

AprioriTid algorithm [26] is another way of improving the performance of Association Rules. This algorithm is used to construct the frequent itemset. The main idea of all these algorithm is according to the theory that the subset of a frequent itemset is a frequent itemset and the superset of an infrequent itemset is an infrequent itemset. They scan the database repeatedly to mining the association rules. There is another feature for algorithm AprioriTID, the support of the candidate frequent itemsets are calculated only at the first time it scanned the database D and also generated candidate transaction database D’ which only includes the candidate frequent itemsets. Then the latter mining are based on the database D’, It reduce the time of I/O operation because D’ is smaller than D, so, it enhance the efficiency of the algorithm. Another approach called MTR-FMA (modified transaction reduction based frequent itemset mining algorithm) developed by Thevar et al [27] maintains its performance even at relative low supports.

E. Partitioning

Various approaches to generate large item sets have been proposed based on portioning of the set of transactions. In this case, D is divided into p partitions D1, D2….Dp. Partitioning may improve the performance of finding large item sets in several ways. By using partitioning, parallel and/or distributed algorithms can be easily created, where each partition could be handled by a separate machine.

Cheung et al [28] presented an algorithm called FDM. FDM is a parallelization of Apriori to shared nothing machines, each with its own partition of the database. At every level and on each machine, the database scan is performed independently on the local partition. Distributed Pruning is then done.

FPM (Fast Parallel Mining) for Association rule mining has been proposed [32]. It adopts Count Distribution approach and has incorporated two powerful candidate pruning techniques. It has a simple communication scheme which performs only one round of message exchange in each iteration.

Parthasarathy et al [36] have presented an excellent survey on parallel association rule mining with shared memory architecture covering most of challenges and approaches adopted for parallel data mining.

F. Adding extra constraints

Another type of association rule mining involves in retrieving patterns by adding extra constraints on the structure of patterns. Techniques applicable to constraint-driven pattern discovery can be classified into the following groups:

- **Post-processing**: filtering out patterns that do not satisfy user-specified constraints after the actual discovery process;
- **Pattern filtering**: integration of pattern constraints into the actual mining process in order to generate only patterns satisfy pattern constraints.
- **Dataset filtering**: restricting the source data set to objects that can possibly contain patterns that satisfy pattern constraints.


Wojciechowski et al [23] proposed a constraint based algorithm that improves the efficiency of constraint based frequent pattern mining by using dataset filtering techniques. Dataset filtering conceptually transforms a given data mining task into an equivalent one operating on a smaller dataset.

Rapid Association Rule mining (RARM) [25] is another method that uses a tree structure to represent original database and avoids candidate generation process. Constraints were applied during the mining process to generate only those association rules that are interesting to the users which guarantees the improvement of the efficiency of the existing mining algorithm.

Tien et al [24] presented a category based algorithm as well as the associated algorithm for constraint rule mining based on Apriori. This approach reduces computational complexity of mining process by passing most of the subsets of final itemsets.

G. Association Rule Clustering System.

Association Rule Clustering is useful when the user desires to segment the data. Lent et al [38] proposed a Clustering Association rule in which they measure the quality of the segmentation generated by ARCS (Association Rule Clustering System) using the minimum description length (MDL) principle of encoding the clusters on several databases including noise and errors. Scale-up experiments show that ARCS, using the BitOp algorithm scales linearly with the amount of data.

Pi et al [41] proposed a new Fuzzy Clustering Algorithm on Association Rules for Knowledge Management. A fuzzy simulation degree and simulated matrix for association rules are put forward and a new algorithm based on dynamic tree is used for implementing the fuzzy clustering. The experimental results show that this algorithm clusters the Association rules efficiently.

Gupta et al [40] recently proposed a cluster based algorithm that uses a novel approach to the insignificant transactions dynamically. During a particular pass only those clusters that seem to be statistically useful are scanned and as a consequence all insignificant tuples are filtered dynamically. The results of the algorithm show that removing false frequent items and insignificant transactions dynamically improves the performance of association rule mining.

H. Advanced Association Rule Techniques

Some of the other advanced Association Rule techniques [42] includes the following:

a. Generalised Association Rules
b. Multiple-Level Association Rule.
c. Quantitative Association Rule.
d. Using Multiple Minimum Support
e. Correlation Rules.
f. Temporal Association Rule.

IV. CONCLUSION

Association rule mining is one of the most important procedures in data mining. Mining association rules is a prototypical problem as the data are being generated and stored every day in corporate computer database systems. To manage this knowledge, rules have to be pruned and grouped, so that only reasonable numbers of rules have to be inspected and analyzed. Thus an appropriate technique has to be employed to mine the association rule efficiently.
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